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Our first article this issue was written by Dr N. Barton
of the University of New South Wales. He has just completed
a major experiment for A.G. Thompson Pty. Ltd., the world's
largest manufacturer of cricket balls. The results, going
cons~derably further than those reported in this article,will
eventually appear in the Journal of Fluid Mechanics. Meanwhile
we hope his present artiGle will be of considerable help to
cricketers.

Sir Richard Eggleston is Chancellor of Monash University.
He has had a distinguished career in the Law, being a judge of
the Australian Industrial Court and of the Supreme Court of
the A.C.T. He was also the first president of the Trade
Practices Tribunal. He has written on the possibility of an
innocent person being arrested when mistaken for a guilty
person.

THE FRONT COVER

The illustration is of the spire to be erected at the
Melbourne Arts Centre. It is-reproduced here with permission,
and was provided by Mr P. Greetham, Boronia Technical School.
Mr Greetham has written an article concerning the way curves
can be formed from straight lines, as in "curve stitching",
and we plan to publish his article later in the year.
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THE SWERVE OF A CRICKET BALL
N.Go Barton

University of New South Wales.

All cricketers and cricket followers know that a medium
pace bowler can swing a new or well-preserved cricket ball in
flight. In this article, I will explain the physical
mechanism that allows cricket balls to swerve transversely in
flight, and I will give some experimental details of the
magnitude of the transverse forces on various cricket balls at
varying speeds. Before proceeding, I must' apologise for the
minimal mathematical content in what follows, but a
mathematical analysis of the airflow around a cricket ball is
too complicated to be included. Therefore~ I will leave you
with a description of the physics of the situation, whilst assu­
ring you that a mathematical analysis could be made (provided
you had enough time and access to a large computer).

The swerve of cricket balls has been recognized for about
a hundred years; indeed a certain Noah Mann was able to make
the ball "curve the whole way" with his left-hand under-arm
deliveries. Early cricketers were aware that new balls
seemed "to favour the peculiar flight", although the mechanisms
causing the effect most probably were not explained until the
1920's or even later.

Of course, swerve in flight occurs in many games apart
from cricket - golf, tennis, table tennis, soccer and baseball
are examples that spring immediately to mind. In each of
these cases (and sometimes also in the case of cricket), the
swerve is due to spin about a vertical axis imparted to the
ball at release or projection. This totally separate phenom­
enon is called the Magnus effect and, I believe, was known to
very early naval gunners who observed the swerve in flight of
spherical cannon balls which picked up substantial spins when
fired. (You may find an account of this in the book by Daish
cited below.)

In cricket, however, swerve occurs even when the ball does
not have a significant spin imparted to it. This is possible
because a cricket ball is not spherically symmetrical, rather
it has a prominent band of stitches (the seam of a 6-stitcher)
which join the two hemispheres of the ball. A bowler is
able to exploit the band of stitches to produce an asymmetry
in the air flow past the ball; and it is this asymmetry that
causes the ball to swerve in flight.

* Reprinted from Parabola, Vol 15, No 3, with permission.



Let us now examine what happens to the air near a rapidly
moving cricket ball. The air is not just pushed aside by the
ball only to rejoin it at the back in an otherwise undisturbed
way. The reason for this is due to a subtle fluid mechanical
property that was not analysed until the start of this century
by Ludwig Prandtl in Germany. A real fluid such as air poss­
esses viscosity (or fnherent "stickiness") and, at any moving
boundary such as the surface of a cricket ball, the air must
have the same speed as the boundary. A little way from the
ball however, the air would stream past the ball and 'would
hardly be disturbed by the ball's progress. Clearly there
must be a region, which turns out to be very thin, in which
the air speed must adjust from nearly zero· to the high speed
of the ball. This thin region is known as a boundary layer
and the viscosity or stickiness of the air is all-important in
this region. Boundary layers are mathematically difficult to
analyse, although-now a whole branch of applied mathematics
has been devoted to their understanding. Before we start to
look at the boundary layers in the air flowing around a crick­
et ball, let us first record some of the properties of boundary
layers around perfect spheres.

Consider the hypothetical situation illustrated in Fig1Jrf':::'
lea) and (b) in which air is blowing' around two identical
smooth balls.
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Figure l(a) Figure l(b)

In Figure lea), the air is assumed to be blowing very slowly,
and the boundary layer which adjusts the air velocity from the
free stream speed to zero at the surface of the sphere is
thick and stays attached to the surface of the ball almost
around to the rear. In Figure l(b), the air is blowing quite
fast and the boundary layer (which in fact is much thinner
than illustrated on the figure) is observed to separate or
blow off from the surface of the sphere at an angle of about
80° around from the front of the ball. (This angle can be
predicted mathematically, but the mathematical techniques are
far too complicated to be mentioned here.) Behind the ball
in Figure l(b) is observed a broad wake of irregularly moving
(or turbulent) air. The point of separation of the boundary
layer, moves quickly around from the rear of the ball to the
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80 0 position as the air speed increases and, thereafter, the
boundary layer continues to separate from the surface at the
same position even at higher wind speeds.

A very strange thing now happens if the ball is slightly
rough. As the air speed is increased, the boundary layer
gets thinner and thinner until the roughness elecients on the
surface penetrate significantly into the boundary layer. When
this occurs, the boundary layer is tripped into a turbulent
.state wherein the air moves irregularly in the layer in addit­
ion to the sweeping flow along the surface. The speed at
which the boundary layer becomes turbulent is called the
critical speed and, experimentally, the critical speed is high
for smooth spheres and low for rougher spheres. The effect
of transition to turbulence of boundary layers is very marked
for it is found that turbulent boundary layers tend to stay
attached to curved surfaces longer than the non-turbulent (that
is laminar) boundary layers we had previously conside~ed. Thus
as the a~r speed past our hypothetical sphere is increased from
zero, the boundary layer at first separates earlier and earlier
from the surface until the 80° separation point is reached.
Thereafter, the boundary layer separates from this point until
the small surface roughness on the sphere is sufficient to
trip the boundary layer into turbulence, and the separation
point now moves around towards the back of the ball. The
situation is sketched in Figure 2 in which the boundary layer
is shown to be separating quite late from a rough sphere
leaving a relatively thin turbulent wake behind the sphere.

Figure 2

We are now in a position to consider the peculiarities of
a cricket ball which enable it to swerve in flight. A
cricket ball certainly is not a smooth sphere in view of the
prominent band of stitches travelling around the ball. In
addition, the sur£ace of the cricket ball is slightly roughen­
ed by the internal stitches which hold the two- pieces of
leather comprising each hemisphere together, and by the trade
marks and printing stamped on the surface of the ball. And,
of course, the leather surface of the ball becomes scuffed up
and roughened in play, although the surface can be smoothed
out alittle on one side if desired by vigorous polishing of
the ball (generally on the. trousers of the bowler).
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Now the seam of a cricket ball sticks out about .5mm above
the surface, whereas the laminar boundary layer on a smooth
sphere bowled at medium pace is somewhat thinner, perhaps .2mm.
Thus the seam is easily sufficient to trip the laminar boundary
layer into turbulence, and the bowler merely" has to ensure that
the boundary layer on only one siae of the ball becomes turbul­
ent in order to produce a marked asymmetry in the flow. The
bowler achieves this by slightly rotating the seam with respect
to the air flowing past the ball as shown in Figure 3. It is
then found that the boundary layer on one side of the ball is
laminar and separates at the 80° position, whereas the boundary
layer on the other side is turbulent and separates much later
from the surface. The resulting air flow around the ball is
clearly asymmetrical and it is "found that there is a marked
nett transverse pressure force acting ·on the ball.

A cricket ball will lose the transverse force acting upon
it whenever the projection speed exceeds the critical speed for
the smooth hemisphere of the ball. When this occurs, the
boundary layers on both sides of the ball become turbulent, the
separation point~ of both boundary layers become symmetrically
placed, and the pressure forces balance on both sides of the
ball. It is for this reason that an express bowler cannot
swing a cricket ball in flight - he bowls above the critical
speed for all but the newest balls. And, as the surface of
the ball deteriorates during the course of play, the critical
speed becomes lower and lower until eventually the effect is
available only to those bowling at very gentle speeds. (This

Figure 3



You may well ask how
the bowler maintains the
more or less constant
orientation of the seam with
respect to the airflow.
This is achieved by imparting
a small back spin along the
line of the seam as the ball
is released. Good swing
bowlers regard this backspin
as very important in stabil­
ising the flight of the ball
and the bowler's aim should
be to bowl a ball whose seam
does not wobble in flight.
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may help to explain why
Doug Walters, who bowled
at a very friendly pace,
was able to pick up
wickets with very old
balls even when bowlers
with bigger reputations
could not.)

Figure 4
Now let us examine how large the transverse pressure force

on a cricket ball can be, and what factors affect the magnit­
ude of this force. Earlier this year, I designed a simple
wind tunnel experiment to measure the transverse force on
various cricket balls. Each cricket ball was skewered on a
long thin metal rod which was pivoted on a frame clamped in
front of the wind tunnel and free to swing transversely (see
Figure 4). The experimental set up is designed so that the
deflecting aerodynamic force is given by F = mg sin 8, where e
is the angle of deflection from the vertical.

Three balls ·were used in the experiments; they were a new
ball and two balls about 10 and 40 (8 ball) overs old. In
Figure 5, I have displayed the transverse force on the three
balls as a function of· wind speed when the seams were at
approximately·30° to the air flow. The results were quite
reproducible and they appeared to be independent of the atmos­
pheric conditions. In accord with the experience of cricket
ers, the transverse force dropped to zero at air speeds
greater than 30 m/sec. (respectively 28 m/sec., 26m/sec.) for

. the new (respectively 10 over, 40 over) balls. Moreover, the
transverse force at any given moderate air speed was the
greatest and steadiest for the new ball, and the least and
most variable for the oldest ball. The effects of varying
the angle of the seams were then considered. Figure 6 shows
the mean transverse force on toe new ball for seam angles of
15° and 30° to" the air flow, an also the mean transverse force
on the 10 over ball at seam angles of 0°, 15° and 30°. The
most surprising effect was found with the 10 over ball; in
this case, the greatest transverse force was obtained with the
seam at zero incidence. Clearly, the ~urface roughness of
one side of the ball was sufficient by itself to trip the
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adjacent boundary layer into turbulence 1 although I am at a
loss to explain why the transverse force should be greatest
for this case.
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Transverse force as a, function of speed. Bars indicate
fluctuations. The transverse force became intermittent
at the points marked "unstable" and dropped quickly to
zero for higher speeds.
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Transverse force as a function of speed for various seam angles.
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How much can a cricket ball swerve in flight? The
largest transverse force I measured was 53% of the weight of
the ball for the new ball with the seam at 15° and at 31.5
m/sec. At this speed, the ball would be in flight for about
.5 sec. and, if this force were to be uniform throughout the
flight, the ball would be deflected about 65 em from its
original line. Greater deflections may be possible, but I
could not detect them without using a better wind tunnel.
Deflections of this size could also be obtained for the 10
over ball with the seam at zero incidence. For the 40 over
ball, the greatest transverse force was 15% of the weight of
the ball at 18 m/sec., leading to a deflection of about 47 c~

from the original line of flight in .8 sec.

To conclude this essay, I must stress that the results
appeared to be independent of atmospheric conditions. To the
accuracy of the apparatus, the deflecting force did not vary
significantly over a number of days in which the relative
humidity varied from about 50% to greater than 76%. Now this
result appears to contradict the commonly held belief that
cricket balls swing more on humid days, a belief for which a
number of pO'ssible explanations have been advanced. The
explanations range from the false supposition that humid air
is heavier tha~ dry air, to the more pl~usible ones such as
humidity causing the seam to swell thereby ensuring greater
turbulence in one boundary layer, and humidity causing
condensation which makes the "smooth" side of the ball even
smoother. My belief, based on my experiments, is that
neither of the last two explanations is satisfactory, although
to be certain I need further experimental results over a wider
range of humidities. The one possible hypothesis I can offer
to explain ~he enhanced swing on humid days is that the surface
of cricket balls tends to get scuffed up less on humid days.
A glance at the graphs for the 10-over ball whieh had one side
"rough" and the other "smooth" shows that surface roughness
alone can cause very large deflecting forces even with the
seam at zero incidence. Thus the surface condition of the
ball is very important, and if cricket balls retained their
shine longer on humid days, this could go a long way towards
explaining the popular belief.

Further Reading

C.B. Daish, "The physics of ball games", English Universities
Press, (1972).

R.A. Lyttleton, "The swing of a cricket ball", Discovery 18
(1957), 186-191.

J .. C. Macfarlane, "Why a cricket ball swerves in the air",
Australian Physicist 10 (1973), 126.
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AS A MATTER OF INTEREST
Neil Cameron,

Monash University

Many borrow money for such purposes as the purchase of a
house, car or furniture from banks, credit unions, finance
companies, etc .. Different interest rates are quoted and diff­
~nt kinds of interest rates are used. Here we investigate
two kinds, nominal and flat rates.

Consider a loan of $A to be paid in equal instalments of
$p at p equally spaced periods per year. If the nominal rate
is given as 100R% p.a., what is meant is that the interest is
calculated on outstanding balance at the end of a period at
the compound interest rate of r = Rip per period. For example
if the nominal rate is 18% p.a. and instalments are monthly
(p =12) then r = 0.015; if instalments are quarterly (p = 4)
then r = 0.045.

After one period, interest accumulated on the loan is $Ar
~so that after the first instalment is paid the amount $A l of
loan outstanding is given by

Al = A + Ar - P = A(1 + r) .- P.

Similarly the amount $A
2

outstanding after the second
instalment is given by

AI(l + r)

A(l + r)2

A(l + r)2

P

pel + r) - P

P[(l + r) + 1],

and, in general, if $A m is the amount of loan outstanding after
the mth instalment th7n

Am = A(l + r)m - P[(l + r)m-l+ ... + (1 + r) + IJ.

But r [(1 + r)m-1 +...+ (1 + r) + 1]

(1 + r) [(1 + r)m-l+ ...+ (1 + r) + 1] - [(1 +r)m-l+ + (1 + r) + lJ

[(1 + r)m + ... + (1 + r)2 + (1 + r)] - [(1 + r)m-l+ + (1 + r) + 1]

(1 + r)m - 1,

( r )m _ p [( 1 + y» 177 - 1]so Am = A 1 + r

We note then that the loan is paid off after n periods
where An = 0, that is,

P r(l + r)n

A (1 + r)n - 1
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The total interest paid is $ I where

I = nP - A = [~ ~ 1JA

__ [nr C1 + r)n ]- 1 A.
C1 + r)n_ 1

Expressed in terms of R, p and N = nip, the number of
years taken to repay the loan, this is.

( (1 + ~)Np

-1)P
I ~NR + !i)Np_ I

A.
(1

P

The flat interest rate is then 100F% p.a. where

1
- /Ii

R(l + B-)Np
PI

iVA
F

(1 + ~)Np_ 1
P

which depends on both Nand p as well as R.

To demonstrate the effective difference between nominal
and flat interest rate consider the following example.
Suppose you wish to borrow $1000 towards the purchase of a
used car and to repay the loan in monthly instalments over a
year. Thus A = 1000, P = 12 and N = 1. You are told that
the interest rate is 16.2% p.a.. If this is nominal then
instalments will be $90.83 and the flat interest rate is only
about 9.0%; however, if 16.2% p.a. is the flat rate, instal­
ments will be $96.83 and you will pay about 80% more interest.
than in the former situation!

A small difference in nominal interest rate can also
have a greater effect than might be imagined. For instance
if, in the above example, the nominal interest rate is 18%
rather than 16.2%, instalments will be $91.68, the flat
interest rate will be about 10.0% and you will pay about 11%
more interest.

Lending authorities such as credit unions fix the
nominal interest rate yet we can see that flat interest rate
depends 'on the whole pattern of payment (N and p) as well as
R. Let us investigate this further.

For fixed R(as well as A) it'is intuitively clear that
$L total interest paid, increases the longer you take to
payoff the loan (i.e. with increasing N) and the less pay­
ments made annually (i.e. with decreasing p). Flat
interest rate is another matter. This does increase with
decreasing p but is least for a middle range of N, the number
of years taken to repay the loan. For R = 0.18, table I
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demonstrates this phenomenon.

N

F 1 2 3 10

4 0.115 0.106 0.105 0.117

P 12 0.100 0.099 0.101 0.116

52 0.094 0.097 0.09"9 0.116

Table I (R = 0.18)

In the commonly used range for R of 0.15 to 0.21, PIR
remains virtually constant for given N; in particular the
mlnlmum is achieved for payments completed after about 10,
20 and 40 instalments when paying quarterly, monthly and
weekly respectively. The graph of FIR versus N is very flat
near the minimum as Figure 1 shows (for the case of monthly
payments).

0·5
o

o 5

Figure I (R 0.18, P

10
N years

12)

Table II gives the minimum value of PIR for various
values of p.

p

min. PIR

1

0.66

4

0.59

12

0.55

52

0.52

365

0.51

Table II (R = 0.18)

We see that F approaches a minimum value of 0.5 for
increasing p. On the other hand F is as large as R for
n = Np = 1 and increases (slowly) towards R as N increases.
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How should we interpret this behaviour of F as a proportion
of R? Given the freedom to do so, should one try to arrange
payments of the loan to achieve minimum flat interest rate?

Using calculus, show that if Rand p are fixed, the
minimum F is achiev~d for n satisfying the condition

R loge(l + ~)(l + ~)n
p p

If R = 0.18 and p ~ 12, use a calculator to check that
the value n = 20 is a good approximation to the 'best' n,
n = 24 is not bad but n = 60 is terrible.

REFLECTIONS ON ORAVITY
Kim Dean

Urban ... Campagna, UoSoAG

Last year's prestigious Prix Ze Bon went to the little
known Welsh scientist, Dai Fwls ap Rhyl, for work on the
relation between gravity and symmetry violation. In its basis,
the theory is apparently trivial, as Dr Fwls has had the
courage to query basic assumptions. He begins with the well­
known fact that mirrors induce lateral inversion(i.e. inter­
change left and right), and also dorso-ventral inversion (front
and back interchange, as the image faces the viewer).

The third inversion does not occur - the viewer is not
shown upside down. This, in Dr Fwls' theory, is due to the
action of gravity in the vertical direction. Whepever symmetry
breakdown occurs (as in the fact that time runs forward), a
gravitational or gravity-like force must act, he maintains.
Furthermore, as the laws of Physics reflect, in part, our own
thought processes, these are subject also to similar forces,
whose discovery promises to revolutionise Psychology.

All in all, this new theory promises -to stand existing
scientific notions on their heads.

1/4/80
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BAYES AND THE ISLAND PROBLEM
Sir Richard Eggleston

Monash University
In my book, Evidence, Proof and Probability, I construct­

ed a problem about an island on which a murder had been
committed. There were a hundred people on the is-land, and no
one had entered or left since the murder. It was taken as
certain that the murderer had a motive, and that he had access
to a weapon of a particular kind. He must also have had the
opportuni ty to commi t the murder. Gi ven that A has all three
characteristics, and that the probability· of an innocent person
having all three (motive, opportunity, and access to the right
sort of weapon) is one in 250 (.004), what is the probability
that A is the murderer?

As posed in the book, the problem was stated on the
assumption that A was discovered as a result of a random
search by the police, and that the search stopped when A was
found to have the characteristics.

There are several Ways of approaching this problem. Dne
is to calculate the probability of there being no innocent
person on the island who has all three characteristics (in
which case A is certainly the murderer); the probability of
there being one such innocent person (in which case the
probability that the first person found to have the character­
istics would be the murderer would be .5); then the probabil­
ity of there being two such persons (probability of first
person found being the murderer is .33), and so on.* But
there are two methods of calculating the number of innocent
persons. If we treat the innocent persons as a population
distinct from the murderer, we simply calculate the probability
of finding 0, 1, 2, ... persons in that population having a
combination of traits which occurs with frequency .004.

* The probability that x persons out of 100 have all three
characteristics is the binomial probability

(100) (0. 004)x (0.996) 100-x
x

It is assumed that the characteristics are such that they
occur independently in different people; so that the argument
that follows would not apply, for example, to such character­
istics as blood groups if the members of the population were
closely related to each other.
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Joel Yellin, who reviewed the book for an American journal,
derived a relatively simple formula for the sum of all the
probabilities that the person found is the murderer.

s
l_(l_P)N

NP

For the figures given above (N = 100; P = .004), S = .83.

On the other hand, some writers consider that in calcul­
ating the probability of there being any given number of
innocent persons having the required characteristics, we should
take into account the fact that we know that there is one
person in the population who has those characteristics, namely,
the murderer. According to this view, we discard the case
where no person has the required characteristics (hereinafter
denoted by "C"), and confine oursel \/es to the remaining
probabilities, viz.: that there is one_person having C (who
will certainly be the murderer); that there are two persons
having C (when the probabiLity will be 0.5 that the first
person found will be the murderer); that there are three
persons' ... and so on. Since this series will cover all the
possible cases (the 'case of no person having C being excluded)
it is necessary to rescale the remaining probabilities so that
they add to unity. Since, for the figures given in the
example, the probability that no person will have C is
approximately 0.670, all the other probabilities must be

Imultiplied by 1 _ .670 (= 3.03) to achieve this result.

This approach gives quite a different result, as the
following table shows. In the table, Column 1 indicates the
number of innocent suspects; column 2 the probability of there
being that number of innocent persons having C, calculated
according to the first method;* column 3 is the factor by
which we must multiply column 2 to find the probability that
A is guilty in that case; column 4 gives the result of the
multiplication; column 5 gives the factor (3.03) by which we
must multiply column 2 to give the probability of there being
1, 2, 3, or more persons having the characteristics, according
to the alternative approach described in the preceding para­
gtaph. Columns 7 and 8 then provide similar calculations
for the second method. It will be seen that with figures of
the order involved, we can ignore for practical purposes the
calculation for more than four innocent suspects. The
difference between the two results is quite marked, Method Tf

Strictly speaking, the calculation for column 2 should be
based on 99 persons rather than 100, but the difference in the
result is negligible for N of this magnitude.
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giving a total probability of guilt pf .904 as aga~nst a total
probahility of .825 if we follow Method I.

TABLE 1

1 2 3 4 5 6 7 8
Nmtber of Pr. Factor Col.2 Factor Col.2 Factor Col.6
Suspects x x x

Col.3 Col.5 Col.7

0 .670 1 .670

1 .269 0.5 .135 3.03 .815 1 .815

2 .053 0.33 .018 3.03 .161 0.5 .081

3 .007 0.25 .002 3.03 .021 0.33 .007

4 .0007 0.20 .00014 3.03 .0021 0.25 .0005

Totals: .9997 .825 .999 .904
I

I

In discussing the island problem with Professor Lindley
(formerly Head of the Department 'of Statistics and Computer
Science at University College London), he suggested yet another
approach, using Bayes' Theorem. This can be stated as follows

Let H

E

G

By Bayes' Theorem

The general data (before discovering E).

A has the required characteristics

A is guilty.

Pr(G H & E)
Pr ( A'0 t ..... G H & E)

Pr(E G & H)
Pr (E Not, - G & fl)

x Pr(G H)
Pr(Not - G H) -r

t Bayes theorem is often expre~scd in a form which omits
reference to the general data. The above formula should then
become

Pr(GIEJ Pr(EIG) x Pr(G)
Pr (No t - G IE) Pr (E INo t - G) Pr (No t - G)

, do not 1 ike doing this, partly because all evaluations of
probability must be based on some data, so that "Pr(G)" is
really meaningless; but more importantly, because when we are
trying to ana'lyse an actual case, the necessity to specify IIH",
the general data, in each expression is a safegu~rd against
the possibil ity of an unnoticed shiftfng of ground. However,
whenlH" appears after the conditionality sign "I'· in every
expression it can be omitted, as long as care is taken not. to
change the general data on which the reasonin~ is based.
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For the island problem we take Pr(GIH) as .01 (on the basis
that, without further facts, anyone of the hundred inhabit­
ants is equally likely to be guilty); Pr(EIG & H) is 1 (since
the murderer must have the required characteristics) and
Pr(EINot-G & H) is .004. The right hand side then becomes

___1_ x ~ = 2.525 and Pr(CIH & E) ~ 72 Lindley derives. 004 . 99 1 . -. .

the formula Pr(GIE & H) = [NP + (l_P)]-l for this solution.

It will be seen that this approach makes no assumption
as to the method of search, nor does it involve any problem of
the calculation of the distribution of innocent suspects. In
fact, when I first propounded the problem the mathematicians
whom I consulted expressed some doubt as to whether it was
proper to assume that the distribution of suspects would be
binomial. Dr Wa~terson, when he posed a similar problem in
terms of Cinderella and the traditional "glass" slipper
(actually a mistranslation of the French "glace") in the
October 1977 issue of "Function", was one who shared those
doubts. I therefore sought a solution which would give a
minimum figure for the probability of guilt, assuming the
distribution most favourable to the accused. To achieve this,
I set up a model assuming that the situation was repeated over
a set of ten islands, and ascertained by inspection that the
most favourable possible distribution for each accused would
arise when each innocent suspect was found on a separate
island. Thus for ten islands of 100 people each we would
expect to find four innocent suspects. If each were on a
separate island, there would be four islands in which the
probability of finding the murderer first would be .5, and six
in which it would be 1. No distribution which assumed that any
island had more than one innocent suspect could give a lower
overall probability of guilt than that. Hence I concluded
that the minimum probability of guilt for the figures chosen

(6 x 1) + (4 x 5)
was 10··' = .8, and for any greater number of

islands (i.e. as the number of islands tended to infinity)
this figure would remain constant.

The question then arose, why should Professor Lindley's
solution give a result lower than my minimum? In an analysis
of all the possibilities in the case where N = 2, Professor
Lindley himself supplied the clue to the answer. In the
following table we assume a total population of only two
persons, whom we call Suspect A and Suspect B. M denotes
that the person so labelled is the murderer, C denotes that he
possesses the characteristics which we kno~ the murderer has,
and which occur randomly in the population with probability P.
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TABLE 2

Suspect A Suspect B Probability pya M found Pr M found

1 CM C P O.5P O.5P

2 C CM P O.5P O.5P

3 CM C (1 - P) (1 - P) 0

4 C CM (1 - p) (1 - P) 0

5 CM C

6 C CM

7 eM C

8 C eM

We can ignore cases 5, 6, 7 and 8, as these do not fulfil the
essential condition, that the murderer has C. Which of the
first four cases we consider depends on how we frame the
problem. For the application of Bayes theorem, we made no
assumptions about the method of search, but simply took the
fact that A has C, and assessed the probability of A's guilt.
We are therefore confined to cases 1, 2 and 3, since in case 4,
4 does not have C. For cases 1, 2 and 3, the probability of
the cases in which A is guilty (cases 1 and 3) is represented
by P + (1 - P), and,the probability of case 2, in which he is
not guilty, by P. The probability of A's guilt is therefore:

P + (1 - P) 1
P + (1 - P) + p' l+P

This agrees wi th the resul t given by Bayes!' Theorem, since, if
N = 2, Lindley's formula gives [2P + (1 - p)]-l (1 + p)-l

On the other hand, if we postulate a random search in
which the police are looking for anyone they can find who has
C, we must take account' of case 4 also, since in that case the
search will discover suspect B, and he will certainly be the
murderer, since suspect A does not have C. The last two
columns of the table give respectively the probability that
the murderer is found first, and the probability that an
innocent suspect is found first in a random search. The former
column totals (2 - P), and the final column totals P. The
probability of finding the murderer first is therefore:

(2 - P) P
(2 - P) + P = 1 - 2
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2 gives:

p

2'1

which accords with Yellin1s formula, which for N

(1 - p)2 = 1
2P

It will be seen that in the above calculation we treated C
as occurring by chance amongst innocent suspects, but not in
the murderer. The kind of characteristics that we were
considering made this a reasonable supposition. But if we had
been dealing with characteristics such that C occurred by
chance in the murderer also, the result would have been the
same, since the probability column for cases I and 2 would
read "p2 11 and for cases 3 and 4 "P(l - P)" and P would be a
common factor in both.numerator and denominator.

We are still left, however, with the question whether
Method I or Method II is appropriate for the calculation of
the probabilities in the case of a random search. Where C
occurs by chance amongst innocent suspects, but not in the
case of the murderer, Method I seems to me to be clearly
preferable. But what of the case where C occurs by chance
in the case of the murderer also? Suppose, for example, that
the murderer has left traces at the scene of the crime from
which it can be determined that he belongs to a particular
blood group, and the population of the island is such that we
can ascertain the frequency with which that blood grouping can
be expected to occur in that population. Method II, which
has powerful supporters (Watterson, Cullison, Kingston), has
an obvious appeal to a mathematician. If we know that there
is one person who has C we would expect to find the probability
that there is only one, or two, or more, by excluding x = 0,
as we have done in column 6 of Table 2. But the answer is
not so simple. Let us pose two problems~

(1) A tosses two coins. He asks B to look at them. B does
sO'and reports that he has looked at both coins, and that there
is one head, but he is not saying which one it is, or whether
the other coin is a head or a tail. How should A evaluate the
probability that there are two heads?

(2) A tosses two coins. He inspects one and finds that it
is a head. Before he has looked at the other, how should he
evaluate the probability that there are two heads?

If we apply Method II to the first question, we should
analyse it as follows:

The possible outcomes are "Two heads", "One head and one tail I',
and "Two tails". These have probabilities of 1/4, 1/2, and
1/4 respectively. Omitting the case of two tails (no heads)
a~d rescaling the other cases to make them add to unity, we
get probabilities of 1/3 and 2/3 for "Two heads" and "One head
and one tail", respectively. Since B's answer has eliminated
"Two tails", the probabili ty of "Two heads" has become one in
three.

The validity of this reasoning, however, depends on the
fact that on the given data, A cannot eliminate the possibility
of either coin being a tail. If it is established that one of
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the coins cannot be a tail, then the only possible outcomes
are HH and HT, rather than HH, HT and TH. In our example of
the random search, the question of probability does not arise
until we have identified ~ specific person as having C, and
the question is, what is the probability of there being no
other person having C, or one or more, other persons having C,
on the island?

The true analogy is therefore example (2) rather than
example (1). Most people (but not all - see the note at the
end of this article) would agree that the answer to the second
question is that the probability of two heads is 1/2, which is
the probability that the coin not seen is a head. The
difference between the two cases can be seen if we imagine
ourselves being asked to bet' on the probability of two heads
before two coins are tossed. If the bet is expressed in the
form "I will back two heads, provided that if there are two
tails the bet is off" the person maki.ng such a bet would need
to get odds of two to one in his favour, since the analysis of
question (1) would be applicable. But if he made the bet in
the form "I will back two heads, provided that if the first
coin looked at is a tail, the bet is off l' then he could bet at
even money, since the effect would be to eliminate all THand
TT cases, leaving only HH and HT.

The result seems to be that we should prefer the approach
which I have termed Method I to the alternative Method II.

It seems to follow by parity of reasoning that if, in the
island case, we had examined (say) 49 of the inhabitants and
found that they did not have C, and then found one having C,
we could calculate the probability of guilt taking account only
of the remaining unknown 50 and the one C already found.
Professor Lindley has expressed this in the following terms
"Generally, with n islanders and k interrogated and found
[not to have cJ before finding Smith with [cl, the probability
of guilt is (1 + (n - k - l)p)-l," (this, of course, is the
Lindley formula given above, modified to take account of the
elimination of some members of the population; it is to be
further noted that it assumes that it is possible ~o determine
that a given member of the population does not have C, which
may not always be the case).

What of my calculation of the mlnlmum value of the prob­
ability of guilt? In the cas~ under consideration the result
(.8) lies between the Method I result and the Bayes result.
It is obviously inapplicable in cases where NP > 1, but how
does it fare within the range where NP < I?

Actually, since we are excluding the murderer from the
calculation of the probability that other (innocent) persons

having C exist, we should use the formula 1 _ eN - l)P rather
NP 2

than 1 - 2'"" Yellin's formula, expanded would read:.
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N(N-l)p2
1 - (1 - NP + 2 + ... ± pN)

NP

If we ignore all the terms represented by "_ ... + ± pN",

the expression simplifies to 1 - iN;l)P , and since, if

NP < 1, these subsequent expressions are negative in total,
this expression is a minimum for the Yellin formula.

Finally, in considering the possible uses of these
methods, one must bear in mind that the Yellin formula, and
my approximation, are dependent on there being a random search.
In practice, a police search will hardly ever be random.
Police place great reliance on "modus operandi" files, in
which the characteristic methods of known criminals are
recorded, and any search based on these files would naturally
be biased against known criminals. In a murder case which I
tried in Canberra, the police were about to arrest the accused
because of information received from the "modus operandi"
files in Sydney, when the accused virtually gave himself away
by his conduct, was arrested for another offence and ultimat­
ely charged with the murder. There are great problems
involved in the attempt to assess guilt by the use of probab­
ility theory (not least in explaining to the jury - and for
that matter to the judge - the calculations involved). So
that if we felt disposed to abandon the random search approach,
we would find it necessary to explain Bayes theorem to the
tribunal, and the possibilities of error and confusion are
manifold. The main uses of probability theory in such cases,
in my view, will be to enable the exposure of erroneous
reasoning, not to attempt to provide the tribunal with a
mathematical caiculation of the probability of guilt.

NOTES ON THE TWO COIN PROBLEMS

There are several versions of the two coin problems that
I have posed above. The fullest analysis, in the legal
literature, of the probability of finding a guilty person
having C in a population in which C occurs with frequency P,
is that of Cullison (Houston Law Review, Vol. 6:471 at
pp. 486-88). He espouses Method II rather than Method I .
He imagines a case in which a card is drawn from a pack made
up by drawing 156 cards from an infinitely large heap of
cards in which the distribution of any particular card (e.g.
the two of spades) is the same as in a normal pack. Thus the
pack of 156 cards may contain one or more two's of spades, or
none at all. A draws a card at random from-the pack of 156,
looks at it, tells B it was a two of spades, and returns it
to the pack. B then turns the cards over until he comes to
a two of spades. What is the probability that it is the
one that A saw? He then explains that we are seeking to
calculate a conditional probability - the probability that
B's two of spades is identical to the one A saw (b =a) on the
condition that the pack contains at least one two of spades
(denoted by ,,~ 1 "). Cullison then shows that, applying the
"multiplication rule":
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P (b = I ~ ') - P (b == a)- a t?.L - P ( ~ 1) •

Then, in order to illustrate the difference between the
unconditional probability P(b = a) and the conditional
probability P(b == al ~l), he supposes that the pack contains
only two cards (instead of 156) and that all that A recalls
about the card that he saw is that it was black. This pack,
he says, can be composed in four possible ways. each having
probability 1/4: BB~ BR~ RB~ and RR. Since RR is
excluded by the fact that A saw a black card, Cullison says
that the conditional probability P(b == al ~l) would be 5/6,
since in the case BB there is a 50-50 chance of B turning over
A's card, and in the cases BR andRB , if B turns over the cards
until he comes to a black card, it will be certain to be the
card A saw. The total probability is therefore.

(! x l) + (~ x 1) = ~ But the analysis in the text shows3 2 S 6 .
that this is incorrect. Given that A saw only one card
~hich is an essential condition of the problem) the only
possible cases are "A's card black, the other red" and "Both
cards blaek". Both h"ave a probability of 1/2, and the
probability of B turning over the card that A saw is

III 3(2 x 2) + (2 x 1) = 4 .

A somewhat similar problem involving cards is posed by
Keynes (Treatise p.54) who derived it from Von Kries. "Two
cards, chosen from different packs, are placed face downwards
on the table; one is taken up and found to be of a black suit:
what is the chance that the other is black also?" According
to Keynes, while one would naturally reply that the chance is
even, this solution is ~elatively unpopular with writers on
the subject. He says the alternative, or text-book theory
assumes that there are three equal possibilities, one of each
colour, both black, both red. If both are black, we are
twice as likely to turn up a black card than if only one is
black. Accordingly, when we have turned up one black card,
the probability that the other is black is twice as great as
the probability that

0
it is red. Hence the probability of

both being black is ~. Keynes says this is Poisson's
solution.

If we take the statement "chosen from different packs"
as implying that the packs are normal packs of 52 cards, 26
red and 26 black, the two-thirds solution is obviously
absurd. Since the two packs are independent, the probability
of a black card from the second pack is unaffected by the
outcome of the draw from the first pack, and for a normal
pack will be 1/2. What Poisson actually said (Recherches,
p.96, §(35» was quite different. In his example, we find
two cards face down on the table, and on turning one over,
observe that it is red. He says that we can only make two
hypotheses about the colours of the cards: that they are
both red, or that one is red and one is black. -He then says,
if we ignore absolutely the origin of the cards, these two
hypotheses are equal a priori, and after the observation
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2
the probability of both being red is ~, as shown in an earlier

paragraph in his book (No. 32). Reference back to paragraph
32 reveals that Poisson was there speaking of a case in which
there is an urn, containing a known number of balls, either
black or white, but in unknown proportions, so that they could
be all black, or all white, or in any intermediate proportions.
Poisson proceeds on the assumption that all possible combinat­
ions are equally likely, and shows that if there are only two
balls, and a white ball is drawn from the urn, the probability
that the remaining ball is also white is in fact ~. But

3

this result depends on the assumption that all possible
combinations are equally likely, so-that in the case of a draw
of two cards, both red is as likely as one red and one black.
This no doubt accounts for the careful framing of the example ­
one finds two cards on a table, and one ignores absolutely from
whence the cards originate. That Poisson would not have
agreed with the solution of the problem posed by Keynes is
shown by his further discussion of the question, where he goes
on to say that the case would be different if the two cards had
been chosen from the same pack (in his case a piquet pack,
containing 16_ red and 16 black). In ,that case the probability
of both black is 16.15 and of one black and one red

32.31
16.16
32.31 x 2, since there are two ways of getting the latter

combination. Hence in this case, if the first card turned
over is red, the probability of the second being red also is

~{. It is obvious that Poisson would have ans wered the

Keynes problem by sayin~ that the chance was even, instead of

! in favour of both black. In fact he says that his result of

~ verifies itself, for it is evident that this is the same
as if, after having drawn a red card from the entire pack,
we asked what is the probability of drawing another red card
from the remainder of the pack containing l~ red and 16 black.
The answer in each case is 15 .

31
There i~ a similar problem posed by Bertrand (p.2)

(see Kiraly Jordan, p.208) in which a random choice is made
between three chests, each containing two drawers.

One chest has a gold. coin in each drawer, one a
silver coin in each, and the third, a gold coin in one drawer
and a silver coin in the other. If I open a drawer at random
in a chest chosen at random, and find a gold coin, what is the
probability that the other coin is also gold? Here the

probability is ~. If I chose the GG chest, I had two

chances of getting G in the first drawer opened, whereas if T'
chose the GS chest, I had only one. This is confirmed by
Bayes' Theorem, as follows (reference to general data omitted ~

see footnote t on p. 15 above):



Let c;. a gold coin is in. the first drawer opened.

2G the chest containing 2 gold coins is selected,

'2G the complement of 2G.

Then Pr (2CIC)
Pr CCI2GJ Pr C2C)
Pr (G 12G) Pr (2C) + Pr (CI2CJ Pr (2G'J

Pr (2G) 1
"3

Pr (CI2C) 1

Pr (CI2GJ
1
4"

Pr (2C) 2
3
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Therefore Pr (2clc)
1

1 x "3

(1 x l) + (1. x ~)
3 4 3

2
"3"

Similar reasoning can be applied to solve the two coin problems
(reference to general data omitted as before):-

Let IH the event tha~ B looks at one coin only and
finds that it is a head,

2H the event that two heads are tossed,

2H the complement of 2H.

By Bayes' Theorem -

Pr(lHI2H) Pr(2H)

Pr(lH/2H) Pr(2HJ + Pr(lH/2HJ Pr(2H)

Pr(2HJ

Pr(lH/2HJ

Pr(lH/2H)

1

1
"4
1
3"

(i.e. the probability that B will see a
only one coin. The possible outcomes,
TH and TT, so B has 2 chances out of 6

head if he looks at
excluding 2H, are HT,
of seeing a head).

Pr(2H) 3
4'

1 x 1

Therefore Pr(2H!lHJ 4" 1

(1 x l) + (1. x 1) "2
4 3 4
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If, on the other hand, we let IE ~ the event that B Looks at
both coins and sees at least one head, then

Pr(lHIIDl) 2
= "3 '

since the only one of the three cases in which he will not see
at least one head is TT.

The calculation then becomes

Pr(2HIIHJ

1
I x "4 I

"3 r
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SOME POWER - FULL SUMS

It would take quite a bit of accurate calculation to
check some of the curious equalities below. Can anyone write
us an article describing how to program a computer to check
those involving very many digits? Can anyone discover a sim­
ilar equality using the power 6?

52

6 3

3534

1445

102 7

4 2 + 32 (Pythagoras)

53 + 4 3 + 33 (Euler)

3154 + 2724 + 1204 + 304 (Dickson)

1335 + 1105
+ 84 5 + 275 (Wu)

12 7 + 837 + 85 7 + 58 7 + 64 7 + 90 7 + 35 7 + 53 7

(Selfridge)

10678 + 10668 + 10658 + ... + 961 8 + 9608 + 958 8

+ 379 8 + 2278 + 1378 + 93 8 + 65 8 + '478 + 368

+ 26 8 +' 21 8 + 158 + 148 + 108 + 98 + 88

+ 6 8 + 5 8 + 38 + 28 (Wu)

There are 108 consecutive terms between 10678 and 9608

inclusive, and 127 altogether, on the right. By com­
parison, the next example by Wu Tze Chen is quite short.
Only 90 terms on the right~
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93396369 = 84453449 + 84419829 + 77796689 + 25820169. +.13985929 + 7598i29 +

5009389 + 3395629 + 2218929
+ 1681009 ~ 504309 + 437069

+ 403449 +

369829 + 302589 + 268969 + 201729 + 134489 + 709?9 + 70899 +

70009 + 70839
+ 70809 + 707fJ + 70749 + 70719

+ 70689 +

70659 + 70029 + 70599 + 70569 + 70539
+ 70509 + 704f +

70449 + 70419 + 70389 + 70359 + 70329
+ 70299 + 70~69 +

70239 + 70209 + 70l~ + 70149
+ 70119 + 70089 + 70059 +

70029 + 69999 + 69969 + 69939 + 69909 + 698fJ + 69849 +

69819"+ 69789 + 69759 + 69729 + 69699 + 6960
9

+ 69639 +

69609 + 695r + 69549 + 69519
+ 69489 + 69459 '+ 69429 +

69399
+ 63369 + 33629 + 30699 + 15999 + 9189 + 6159 +

4059 + 23~ + 1749 + 1359 + 1089 + 729 + 639 +

549 + 429 + 309 + 339 + 159 + 99 + 69 .

"Absolute values have absolutely no value" C.W.
(Frustrated year 11 student, P.L.C.)

COMPUTER EXPERT MAKES FORM PAY
A British computer scientist has worked out a mathematical

method of gambling on horse races and football pools which he
claims reduces the odds by about a third.

Professor Frank George says he and his colleagues have
collected winnings of up to £10,000 (about $A20,000).

"By studying the form scientifically I c:Laim you can greatly
increase your chances of winning money," Professor George said
in an article in this week's New Scientist magazine.

He says it all started when his daughter said: "Dad, you
think you're so bloody clever, why can't you win the pools?"

"The Age" 21/3/1980.
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PROBLEM SECTION
SOLUTION TO PROBLEM 3.3.2

Do the h6ur, minute, and second hand of a clock coincide
at any time between 12 noon and 12 midnight?
(a) If so, when? If not, when do they most nearly do so?
(b) When do the hands come closest to trisecting the clock

face?

The answers to- (a) and (b) depend on what is meant by
closest. We answer (a) by requiring that the angle between
the two outer hands be minimum, and (b) when the sum of the
three absolute deviations from 120 0 for the three sectors is
minimum. For (a), the hands don't exactly coincide, but come
closest just after 3.16 pm and a little before 8.44 pm. We
explain the reasoning below. Similar reasoning (which we do
not give below) shows that at 2.54 pm (and 34.55 seconds) and
at 9.05 pm (and 25.45 seconds) the hour and second hands are
exactly 120° apart, and the minute hand differs from them by
120 ± 0.17°.

The hour hand travels at 30 o /hour, the minute hand at
6°/minute and the·second hand at 6°/second. Thus h hours,
m minutes and s seconds after noon, (where hand mare
integers, but s is not necessarily an integer), the hour
hand is pointing at an angle HO clockwise from the 12 o'clock
position, where

H 30 x m s
(1)(h + 60 + 3600) .

Similarly the minute hand will be at Mo where

M = 6 (m s
(2)x + 60)'

and the second hand at So where

S = 6s. (3 )

In order that the hour hand and the minute hand should
coincide, we need

H = M,

that is

m s
30(h + 60 + 3600)

which reduces to

s
6(m + 60)'

60
II· h. (4)

Remembering that hand m
s < 60 mus~ hold, if we try
ing values for m and s.

have to be integers, and that
h = 1,2, ... ,10 we get the follow-
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TABLE 1

h 1 2 3 4 5

m 5 10 16 21 27

3 6 9 1 4s 2711 54rr 2111 49rr 1611

9 10

49 54

5 85IT 3211

says

8

43

23811

7

38

lola
11

6

32

74311s

h

m

For instance, when' h = 1, equation (4)

1 60 5
m + 60 s = IT = 511 minutes

h 5 · . d 1 5. 300 27 3so t at m = mlnutes an 60 s = 11' 1.e. s = JnL = 11 sec.

[The h = 11 case actually yields 11 hours 60 minutes, i.e.
12 0' clock ~ ]

The equation H = S, to find when the hour and second
hand coincide, reduces.to

1
s = 719 (3600h + 80m). (5)

Using the values in Table 1 for
for s as in (5). See Table 2.
discussed shortly).

hand m we find the values
(The quantity d will be

TABLE 2

h 1 2 3 4 5

m 5 10 16 21 27

s 5.42 10.85 16.36 21.78 27.29

d -.33 -.67 -.08 -.4.2 +.17

6 7 8 9 10

m 32

32.71

38

38.22

43

43.64

49 54

49.15 54.58

d -.17 +.42 +.08 +.67 +.33
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The first thing to notice is that the s values in Table
2 are different from those of Table 1. This shows that we
cannot solve H = M = S simultaneously; the three hands
never coincide exactly (except at noon and midnight).

In Table 1, the second hand is never really close to the
common position of the hour and minute hand, so the time at
which the three hands are closest together is not one of the
times in Table 1. We should'look for cases of--cTose coincid­
ence when H f M. These are two important cases to consider,
as in Figure 1 (a), (b). -

(a)

Figure 1

sec

(b)

\

Irrespective of 'whether the minute hand has not, Figure la, or
has, Figure lb, passed the hour hand, it is easy to see that
the angular-sp~ead of the hands is smallest just as the
second hand is passing the hour hand. This, in view of the
relative speeds of the three hands. Hence it is when H = S,
that is, the cases studied in Table 2 when we should expect to
find the hands closest in the sense that the two oute~ hands
include the smallest angle.

When H = S, the angular distance, in degrees, between
the minute hand and the (coincident) hour and second hands is,
by (2) and (3),

M - S 6m 59
10 s

(3960m - 2l240h)/7l9 using (5).

Measuring the angular distance in minutes of time on the
clock face, it is

Id = 6 (M - S) = (660m - 3540h)/719.

For the combinations of hand m considered in Table 2, the
dis~ances d are as tabulated in Table 2. Notice 'the distance
is closes~ to 0 when the time is 3 hours 16 minutes 16.36
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seconds, or when the time is 8 hours 43 minutes 43.64 seconds.
In either case, the spread of the three hands is only Idl~ 0.08
(minutes of time) or'roughly 0.5 0 (angle).

The conclusion isn't changed if we consider other h,m
combinations. Only those which differ by up to ± one minute
from those in Table 2 are worth considering; we do find we
can reduce the (h=2, m=lO, d=-.67) difference by considering
h=2, m=ll when d=0.2S, and similarly replacing h=9, m=49 ,
d=.67 by h=9, m=48, d=-.25.

SOLUTION 'TO PROBLEM 3.4.1.

Five sets of traffic ligh~s are spaced along a road at
200 metre intervals. For each set, the red signal lasts 30
sec., the green 28 sec. and the amber 2 sec. The lights are
synchronised in such a way that a car travelling at 36 k.p.h.
and just catching the first light, just catches the other four.
The width of the cross-street at each light is 20 metres. Find
all the speeds at which it is possible to travel without being
held up at any of the lights.

The following solution makes use of ideas contributed by
Stephen Tolhurst, then in year 12, Springwood High School,
N.S.W. The problem was not completely un-ambiguous, so let us
interpret it to mean that the traffic lights go Red, Green,
Amber, Red,... Also, suppose that cars can start crossing
an intersection only if the lights are green. Finally, suppose
that the road width (20m) is included in the 200m between
lights.

Measure time in seconds, with t = 0 being the time at
which the first set of traffic lights changes from green to
amber. From the given information, we can deduce that the
first light is green for times t such that

-28 + 60n l
~ t ~ 60nl , for nl some integer. (1)

The second, third, fourth and fifth lights are green when

-8 + 60n 2 ~ t ~ 20 + 60n2 , (2)

12 + 60n 3 ~ t ~ 40 + 60n 3 , ( 3)

32 + 60n4 ~ t ~ 60 + 60n4 , (4)

52 + 60n5 :< t ~ 80 + 60n 5 , respectively, (5)

where n2 , n 3 , n4 , and nS are arbitrary integers. Let

s m/sec denote the speed of a car, and t l the time it reaches
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the first traffic light. Suppose that -28 ~ t l .~ 0 so -that

the car catches the first green light with n
l

= O. In order

for it to catch all the other lights at green, the four times

200 + 400 600 t + 800
t l + --s--' t l s' t l + -S-' 1 s

must satisfy (2), (3), (4), (5) respectively. Rearranging
these we find we must have

(-8 + 60n2 - t 1 )/200 ~.!.~ (20 + 60n2 - t l )/200s

(12 + 60n 3 - t 1 )/400 ~ .!.~ (40 + 60n 3 - t l )/400s

( 32 + 60n4 - t l )/600 ~ l~ (60 + 60n4 - t l )/600s

(52 + 60n5 - t l )/800 ~l~ (80 + 60n5 - t l )/800s

It can be checked that, assuming -28 ~ t l ~ 0, these in-

equalities are impossible to satisfy unless

2n2 , 3 3n2 , 4
~ 4n2 ,n = n4 = "2 n 3 = n 5 = 3" n43

when they will all be satisfied so long as

(52 + 240n2 - t l )/800 ~ i ~ (80 + 240n2 - t l )/800.

For instance, if t
l

= 0 so that the car just catches the

first light, its speed, _ s (m/s), to catch the other lights
must satisfy

800
80 + 240n2

s 800
52 + 240n 2

for 'some integer n2 . This yields speeds (k.p.h.) in the

intervals

[36, 55.4], or [9, 9.9], or [5.1, 5.4], or [3.6, 3.7],

or [2.8, 2.8], .... (taking n2 = 0, 1, ~, ... in

turn).

Similarly, if the car arrives at the first light just as it
turns green, t l = -28 t and we need

800
108 + 240n2

800
80 + 240n2

corresponding to speeds (k.p.h.) in the intervals
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[26.7, 36], or[S.3, 9], or[4.9, 5.1], or[3.5, 3.6],

or [2.7, 2. SJ , . .. .

PROBLEM 4.2.1

(Submitted by Ravi Sidhu, Townsville)

What is the meaning, and value of the "continued fraction"

1 + 1
1+1

1+1
I~

?

PROBLEM 4.2.2

El~ven men toss their hats in the air; the hats ar~ pic­
ked up randomly. Each man who receives his own hat leaves and
the remaining men toss the hats again. The process continues
until every man has received his own hat again. How many rounds
of tosses are expected?

PROBLEM 4. 2 . 3

Show that, whatever number base is used, 21 is not twice
l2.~ Find, for each possible number base not exceeding 10,
every instance of a number consisting of two different non-zero
digits which is a multiple of the number obtained by inter­
changing the digits.

PROBLEM 4.2.4

Baggage trains used at airports, railway stations etc. have
a small tractor which pulls a train of 4-wheeled trailers, each
connected to the one in front. The back axle of each trailer
is fixed, and the front axle pivots, being steered by the tow­
ing bar connecting the trailer to the one in front. An under­
neath view of a trailer is shown below.

loop hooks
onto trailer
in front

hook to tow
following trailer

Problem: how should the d~mensions a,b and c be propor­
tioned so as to make the train follow as nearly as possible the
path taken by the tractor?



Does anyone·knowthe
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